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Abstract 

A quantum revolution is unfolding, and European scientists are on the lead. Now, it is time to 

take decisive action and transform our scientific potential into a competitive advantage. 

Achieving this goal will be critical to ensuring Europe’s technological sovereignty in the coming 

decades.  

EQUALITY brings together scientists, innovators, and prominent industrial players with the 

mission of developing cutting-edge quantum algorithms to solve strategic industrial problems. 

The consortium will develop a set of algorithmic primitives which could be used as modules 

for various industry-specific workflows. These primitives include differential equation solvers, 

material simulation algorithms, quantum optimisers, etc.  

To focus our efforts, we target eight paradigmatic industrial problems. These problems are 

likely to yield to early quantum advantage and pertain to the aerospace and energy storage 

industries. They include airfoil aerodynamics, battery and fuel cell design, space mission 

optimisation, etc. Our goal is to develop quantum algorithms for real industrial problems using 

real quantum hardware. This requires grappling with the limitations of present-day quantum 

hardware. Thus, we will devote a large portion of our efforts to developing strategies for 

optimal hardware exploitation. These low-level implementations will account for the effects of 

noise and topology and will optimise algorithms to run on limited hardware.  

EQUALITY will build synergies with Quantum Flagship projects and Europe’s thriving 

ecosystem of quantum start-ups. Use cases will be tested on quantum hardware from three 

of Europe’s leading vendors and two HPC centres. The applications targeted have the 

potential of creating billions of euros for end-users and technology providers over the coming 

decades. With EQUALITY, we aim at playing a role in unlocking this value and placing Europe 

at the centre of this development. The project gathers 9 partners and has a budget of €6M 

over 3 years. 
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Disclaimer 

This document does not represent the opinion of the European Union or European 

Commission, and neither the European Union nor the granting authority can be held 

responsible for any use that might be made of its content. 

This document may contain material, which is the copyright of certain EQUALITY consortium 

parties, and may not be reproduced or copied without permission. All EQUALITY consortium 

parties have agreed to full publication of this document. The commercial use of any information 

contained in this document may require a license from the proprietor of that information. 
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that the information contained in this document is capable of use, nor that use of the 

information is free from risk and does not accept any liability for loss or damage suffered by 

any person using this information. 
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EXECUTIVE SUMMARY 

This document is a deliverable of the EQUALITY project, funded under grant agreement 

number 101080142. This deliverable, D5.1 Problem specification sheets (aerospace), is part 

of work package WP5. 

Quantum technologies were identified early on by Airbus as a central building block for the 

future of aerospace. Quantum computing is one of the three central pillars of Airbus’ quantum 

strategy, along with quantum communication and quantum sensors. Airbus believes that this 

topic will have a profound impact on the future of aerospace. Traditional aerospace tasks like 

structural modelling and CFD are still dominating our HPC clusters. To enable the necessary 

computational power, Airbus operating our own very powerful HPC systems. And we are 

conscious that those classical computing systems will approach their limit in the future, so we 

are investigating different solutions to extend our HPC toolset, including also Quantum 

computing. Quantum Computing is part of our HPC Ambition. 

Airbus has promoted quantum computing in the global ecosystem through various actions: 

One example is the “Airbus Quantum Computing Challenge”, in which five use cases from 

flight physics were brought into the quantum computing community. Airbus sees itself as an 

end user for quantum computing. Within this framework, Airbus focuses its activities on use 

cases most relevant to aerospace. These are divided into four application groups that can be 

processed with related algorithmic families. 

• Quantum Simulation 

• Quantum Optimization 

• Quantum Machine Learning 

• Quantum Solvers 

Based on the different application Cluster we work with the different teams cross all Airbus 

Divisions to identify most relevant and applicable use cases with potentially would fit best with 

the EQUALITY consortium.  

1. Quantum Simulation: 

We decided for the simulation of “Solid oxide fuel cell optimization” which is integrated 

in the WP4 Energy Use Cases and will have a potential large impact on future 

Aerospace Industry. 

2. Quantum Optimization: 

We decided for “Mission optimization for space”, which offers direct business 

opportunities for industrialization. Airbus work already in past on basics for this use 

case with other partners  

3. Quantum Machine Learning: 

We decided for “Space data analysis and processing”, a case on image recognition 

training, where classical methods are at their limits and faster / better processing is 

required 

4. Quantum Solvers:  

We decided for “Aerodynamics simulations” which is the most challenging and time-

consuming task at our HPC systems. This case has a Sub-Sonic and a Super-Sonic 

case. 

All decisions have been taken together with our partners in the EQUALITY consortium, 

specified and discussed in detail.  
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1.  Quantum in Aerospace 

Quantum technologies were identified early on by Airbus as a central building block for the 
future of aerospace. Quantum computing is one of the three central pillars of Airbus' quantum 
strategy, along with quantum communication and quantum sensors. Although the 
technological development of quantum computing is still very early, Airbus believes that this 
topic will have a profound impact on the future of aerospace (see Figure 1). 

 

 
Figure 1: Quantum Technologies; Aerospace Enabler 

• Quantum Communication: Is currently experiencing a business pull for it is interesting as 
Airbus can develop the aerospace parts of quantum communication infrastructure but also 
look at ways how to enable secure connectivity on our products 

• Quantum Sensing: One key application is to deploy high-precision sensors in our platforms 
to improve navigation capabilities, but there is more than that - for example we are 
currently developing a space quantum sensor for quantum gravimetric measurements 

• The focus will be on Quantum Computing: To understand why we are interested in 
quantum computing, why it is important and our typical problems 

 

1.1. Quantum Computing 

Traditional aerospace tasks like structural modeling and CFD are still dominating our HPC 
clusters. Aerospace has shifted to one of the most data-rich and data-dependent industries in 
the world. On average an airplane carries up to 250.000 sensors, generating vast amounts of 
data points to be analyzed. The value of this information is significant, for instance for 
predictive maintenance or autonomous flight. To enable the necessary computational power, 
Airbus operates its own very powerful HPC systems. However, everyone is conscious that 
those classical computing systems will approach their limit in the future, so Airbus is 
investigating different solutions to extend its HPC toolset, including Quantum computing. 
Quantum computing is part of the Airbus HPC Ambition (see Figure 2). 
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Figure 2: Quantum Computing: HPC as Key Business Tool 

Airbus has promoted quantum computing in the global ecosystem through various actions: 
One example is the "Airbus Quantum Computing Challenge" (see Figure 3), in which five use 
cases from flight physics were brought into the quantum computing community as a 
competition with extremely high resonance (> 800 registrations from more than 70 countries). 
 

 
Figure 3: Overview Airbus Quantum Computing Challenge was launched in 2019. 5 different flight physics 

problems with different levels of complexity were presented to the quantum computing community. 

Airbus sees itself as an end user for quantum computing (Figure 4). Within this framework, 
Airbus focuses its activities on use cases most relevant to aerospace. These are divided into 
four application groups that can be processed with related algorithmic families. 
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Figure 4: Representation of the application clusters used by Airbus in the field of quantum computing. 
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2. Applied Methodology 

Based on the different application Clusters, we work with different teams across all Airbus 
Divisions to identify the most relevant and applicable use cases, which would potentially fit the 
best with the EQUALITY consortium. For most of the envisioned use-cases, we decided inside 
of airbus to focus on one specific application, however, on the solver side we decided to go 
for a CFD approach, which would allow us to integrate the potential of a Sub-sonic and a 
Super-sonic use cases within the same project, which would naturally involve different teams 
in different Airbus Divisions. 
 

2.1. Quantum Simulation 

The focus here is on microscopic modeling, with applications ranging from energy systems to 
the modeling of material properties such as corrosion. Among other things, Airbus is working 
on the modeling of fuel cells: The oxygen reduction reaction at the cathode of the fuel cell is 
being investigated for various alloys (see Figure 5). For this purpose, a hybrid-classic-
quantum-gate-based approach based on VQE is optimized and used for different material 
compositions. The aim is to be able to determine and parametrically model the responsiveness 
of the (strongly correlated) system more precisely than classic DFT methods. In the medium 
term, the performance of the energy system can be improved through design and the service 
life can be predicted more precisely. 

 
Figure 5: Airbus fuel cell propulsion and prototype for the ZeroE program. For Airbus, the oxygen reduction 

reaction at the cathode is of central importance. 

 

2.2. Quantum-Optimization & Quantum Machine Learning 

Airbus has been investigating various optimization applications with quantum computers over 
the years: One example is mission planning for satellites in optical earth observation (see 
Figure 6) - a business area in which Airbus operates its own fleet of satellites (Pleiades Neo). 
The aim is to optimize the recording sequences, which represent an np-hard problem due to 
boundary conditions such as orbital parameters, limitations of the payload during image 
recording, as well as limited storage and download options and can only be solved heuristically 
with today's methods. In cooperation with DLR Cologne, Airbus has researched a quantum 
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annealing approach based on a D-Wave 2000 and has just been able to demonstrate a 
computing time for a reduced problem that is comparable to classic solutions. 

 
Figure 6: Representation of the complexity of the recording sequence of optical earth observation systems. 
Shown are time-to-solution and quality-to-solution compared between a classic and a quantum annealing 

approach. 

In the medium term, Airbus sees gate-based solutions in particular as future-oriented for 

quantum optimization. In the summer of 2022, Airbus started a partnership with IonQ and is 

developing algorithms based on the QAOA method combined with the use of artificial 

intelligence. The algorithm is optimized for four combinatorial applications: TSP, MaxCut, 

Knapsack, MaxIndSet. The algorithms are tested on ion trap-based systems, so that complex 

quantum error correction is not necessary. Figure 7 shows the elaboration for the use case of 

loading an aircraft and the corresponding solution with a quantum computer. 

 
Figure 7: Quantum ML use case: loading an airplane (extended knapsack problem). The solution of a quantum 
computer is shown, whereby the center of mass and the shearing forces have to be optimized in addition to the 

loading. 

The area of quantum machine learning is also being investigated at Airbus. The focus here is 
on being able to train systems better through the expressiveness of quantum machine 
learning. In the future, this could be of particular importance for the topic of trustworthy AI and 
the certification of AI systems. 
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2.3. Quantum Solver 

Computing power is required in the aerospace industry above all to solve complex nonlinear 
differential equation systems. Airbus operates its own high-performance clusters, which are 
primarily used for CFD applications. Airbus is also investigating approaches in the field of 
quantum computing that are based on both digital and analog quantum algorithms.  
 

2.4. Quantum Computing and High-Performance Computing Integration 

Airbus maintains a dedicated division for Scientific Computing Services. These include, 

among other things: 

• Platform Provision of HPC supercomputers for engineering HPC workloads 

• Scientific Computing Services on the HPC infrastructure 

o Application lifecycle management of HPC compute software such as CFD or 

FEM solvers 

o Design & configuration of a complex, interacting mulcluster middleware 

environment for the orchestration of HPC compute resources 

o Advice/consulting on the integration of new HPC compute applications and 

optimization of the use of HPC resources 

o Development, design & configuration of transparent hybrid (on-prem / cloud) 

HPC environments 

o Design & exploration of future requirements for HPC platforms & services for 

Airbus 

o Scalable data analysis pipelines 

o Design & exploration of AI relevant platforms & services (e.g. integration of AI 

& HPC Orchestration, MLOps, etc.) 

o Operation of non-HPC/low-tier HPC software integrations & compute 

platforms 

 

End-users of HPC Services are: 

• End users of applications for scientific computing in productive use (aircraft functional 

design, calculations relevant to certification; Figure 8) 

• Developers of applications for scientific computing for future productive use 

(mentioned as an example, not an exhaustive list): 

o CFD solvers like CODA: the next generation flow solver (DLR, Onera, Airbus 

consortium) 

o Applications & toolsets in the field of structural mechanics 

o Applications & toolsets in the field of aircraft power plant 

• Data Analysts for simulation data analysis 

 

 
Figure 8: Visualization of Aerodynamics Simulation 
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3. USE-CASE SPECIFICATIONS 

3.1. Aerodynamics simulations 

3.1.1. Problem scenario description 

The design of an aircraft is a long, complex and expensive process as it can take up to 15 

years, more than 10 billion USD and involves many human resources in the loop. To speed 

up the overall design process, the aircraft industry relies on an approach which considers a 

unique deliverable that integrates products, processes and resources. This digital thread 

approach can be conceptualised as a single integrated framework that allows collaborative 

and modular design relying on a fully connected digital toolchain. The approach has been 

developed to tackle two main issues that make the design process time-consuming and 

expensive, which are: (i) the communication and exchange between the large number of 

engineering teams working within specific and limited frames, and (ii) to decrease and control 

the cost of the additional iterations due to a minor initial modification in a single discipline that 

grows up to significant changes in other areas, as all these disciplines are tightly coupled [1] 

[2].  

Computational Fluid Dynamics (CFD) is one of these disciplines. CFD software allows for the 

numerical resolution of the complex flow physics, governed by the Navier-Stokes equations 

so that the forces acting on the aircraft surfaces - including wings, fuselages, engines, landing 

gears and many others - can be accurately and reliably obtained (see Figure 9). Over the last 

decades, CFD has benefited from both the rapid growth of computing capacity and the 

advances in numerical methods, making it possible to use CFD simulations systematically 

during the aircraft design process. Therefore, CFD has become an essential enabler of the 

aircraft design process in the industry. 

 

Figure 9: A CFD simulation of the X-57 Maxwell aircraft concept (source: NASA). 

At the present time, the ambition of lowering aircraft emissions or even decarbonising air 

transport has become the key driver for the next generation of aircraft, triggering the study of 

innovative and disruptive concepts. In this scenario, it is expected that large campaigns of 

costly CFD simulations will be necessary to evaluate the complex aerodynamic phenomena 

that such aircraft concepts will trigger to determine their adequacy about the strict 

sustainability ambitions of the industry and society. 

In the past, the increasing demand for numerical simulations could be satisfied by the 

exponential growth in computational power forecasted by Moore's law more than 70 years ago 

(see Figure 10). Nevertheless, this trend has become obsolete in recent decades, leading to 

a new scenario that puts at stake the systematic use of CFD software for the design of the 

future generation of aircraft - at least as we use them today. In the post-Moore scenario, it 

becomes necessary to consider a paradigm shift to ensure the viability of large CFD simulation 

campaigns in this context. 
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Figure 10: The evolution of computational power over the last decades. 

A promising solution is the use of quantum algorithms along with their associated hardware to 

conduct CFD simulations. Over the past years, the research community has investigated the 

use of quantum algorithms for solving complex Partial Differential Equations (PDEs) - including 

simplified cases of the Navier-Stokes equations - highlighting the potential benefits emerging 

from the inherent supremacy of quantum computing [3]. The goal of this use case is to develop 

such approaches further, and to demonstrate them to flow configurations that can be of 

interest to the aerospace industry. The focus will be on understanding how both the time to 

solution and the number of computational resources associated with a particular problem scale 

when the latter's complexity is increased. 

 

3.1.2. The chosen methods 

Computationally solving the Navier-Stokes equations can be achieved with many techniques, 

with the finite volume method being one of the most common ones. This method consists in 

dividing the computational simulation domain into small control volumes in which conservation 

of mass, momentum and energy is enforced, as stated by the Navier-Stokes equations [4] [5]: 

 
𝜕

𝜕𝑡
𝜌 + ∇ · (𝜌𝑢) = 0 

𝜕

𝜕
(𝜌𝑢) + ∇(𝜌𝑢 𝑢𝑡)  =   − ∇𝑝 + ∇ · 𝜏  + 𝜌𝑔 

𝜕

𝜕
(𝜌𝐸) + ∇(𝜌𝑢 𝐸)  =   − ∇ · (𝑝𝑢  +  𝜏  · 𝑢 + 𝑘∇𝑇) + 𝜌𝑔𝑢 + 𝑄 

 

where 𝜌 stands for the density, 𝑢 = (𝑢, 𝑣, 𝑤) is the vector of velocity, 𝑝 is the pressure, 𝜏 is the 

viscous stress tensor, 𝑔 is the gravity acceleration, 𝐸 is the stagnation energy, 𝑇 is the 

temperature, 𝑘 is the heat conductivity constant and 𝑄 stands for any heat source.  
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Despite its success in reproducing highly complex flow features in the presence of arbitrary 

body geometries such as aircraft surfaces, the finite volume method - alike any other classical 

method - explicitly requires the definition of a computational mesh, which brings two significant 

drawbacks: 

• Much human time must be devoted to a correct mesh definition to ensure a robust and 

accurate CFD simulation. 

• The control volume size must be substantially decreased when a higher degree of 

accuracy is required from the CFD simulation prediction, leading to an increase in the 

number of unknowns to be determined and, ultimately, to an increase in time to solution 

(see Figure 11). 

 

Figure 11: Unstructured computational grid of the RAE2822 airfoil. Courtesy of Airbus. 

In recent years, new approaches to PDE-based problems, such Physics-Informed Neural 

Networks (PINNs), have emerged as an Artificial Intelligence (AI)-based counterpart of the 

classical methods [6] [7] [8], therefore, potentially better scalability of the associated 

simulations when higher degrees of accuracy are sought. 

Similarly, quantum-based algorithms have recently been developed to tackle nonlinear PDEs. 

In particular, the so-called Differentiable Quantum Circuit (DQC) is one of the most promising 

techniques to address the simulation of the Navier-Stokes equations since [3] : 

i. It has already been demonstrated for their inviscid, one-dimensional formulation known 

as the 1D-Euler flow equation and 

ii. It supports implementation on near-term noisy quantum devices. In a nutshell, the DQC 

relies on an automatically differentiated implementation of a parameterised quantum 

circuit, whose parameters are updated using a classical optimiser so that a loss 

function representing the PDE is enforced. 
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Figure 12: An overview of the DQC algorithm [3] 

In this framework, the current use case proposes to extend the DQC approach (see Figure 

12) to multi-dimensional problems - in space and time - involving the complete formulation of 

the Navier-Stokes equations, in particular including terms which require the resolution of 

higher-order partial derivatives of the flow variables. As such, the use case features a 

significant challenge, therefore it is teared down into two steps of growing complexity, each 

described hereafter. 

 

Burgers equation 

The first step will focus on the resolution of the so-called Burgers equation, a well-known PDE 

occurring in many fields of science and engineering. Although this equation can be easily 

solved with simple classical algorithms at a low computational cost, it features the fundamental 

physical mechanisms of convection and diffusion that drive the dynamics of fluid flows. 

Therefore, the Burgers equation provides an excellent testbed to develop and validate any 

numerical simulation method to be used for CFD. In its more general form, the Burgers 

equation reads [9]: 

𝜕𝑢

𝜕𝑡
+ 𝑢 · ∇𝑢  =  𝜈∇2𝑢 

where 𝑢  stands for the unknown to be solver - which can be either a scalar or a vector field – 

and 𝜈  stands for a diffusion coefficient modelling the effect of viscosity. 

It is first proposed to solve the time-accurate evolution of 𝑢  when no diffusion is added, i.e., 

𝜈 = 0 . In such conditions, the resulting equation 
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𝜕𝑢

𝜕𝑡
+ 𝑢 · ∇𝑢  = 0 

It is known as the inviscid Burgers equation (see Figure 13), with its immediate extrapolation 

to higher dimensions in space. This quasi-linear hyperbolic equation can be understood as a 

general conservation law of the quantity 
1

2
𝑢2. As such, the equation will feature two interesting 

properties that must be captured by any numerical resolution method: (i) the presence of 

discontinuities known as shock waves, which are a well-known phenomenon happening in 

transonic fluid flows, (ii) the conservation of the quantity 
1

2
𝑢2. Since any deviation from the 

quantity at 𝑡 = 0  is purely introduced by the numerical method itself, the evaluation of the 

conservativeness constitutes a direct quantification of the dissipation that is artificially 

introduced by the numerical algorithm. 

 

Figure 13: Solution of the inviscid Burgers equation after few time steps [10].. 

As a second step towards achieving this sub-use case, it is proposed to address the complete 

form of the Burgers equation, i.e., including the viscous terms.  In this equation, the convection 

and diffusion mechanism appearing in the left- and right-hand side of the equation, 

respectively, compete to determine the time-accurate evolution of the problem unknown and, 

therefore, must be captured accurately. 

 

2D Euler equations applied to a wing airfoil 

The Euler equations are a simplified form of the Navier-Stokes equation where the viscosity 

evaluates to zero, making term ∇ · 𝜏 to disappear. In 2D these equations read (heat sources 

and gravitational effects are also dropped out): 

𝜕

𝜕𝑡
𝜌 + ∇ · (𝜌𝑢) = 0 

𝜕

𝜕𝑡
(𝜌𝑢) + ∇ · (𝜌𝑢 𝑢𝑡) = −∇𝑝 

𝜕

𝜕𝑡
(𝜌𝐸) + ∇ · (𝜌𝑢 𝐸) = −∇ · (𝑝𝑢  +  𝑘∇𝑇) 
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These equations can be considered a sufficiently good approximation of the actual physics for 

specific applications, such as high-Reynolds flow regimes with a low-to-medium fidelity 

prediction requirement.  

Under these conditions, the problem to solver is a nonlinear PDE system of four variables 

(density, x-velocity, y-velocity and energy) that describe entirely the flow motion at any given 

spatial location (x, y). In particular, the flow solution can be used to obtain the 2 force 

components acting on an airfoil immersed into a flow, commonly referred to as lift and drag, 

as shown in Figure 14. 

 

Figure 14: Solution of the 2D Euler equations on the RAE2822 airfoil case submitted to a transonic flow. Courtesy 
of Airbus 

As mentioned earlier, DQC has been demonstrated for solving the Euler equations in a 1D 

flow, which is needed to meet the simulation needs of the aerospace industry. In this 

perspective, the current sub-use case is aimed at demonstrating the DQC capability to 

accurately capture the force components acting on the open-source NACA 0012 airfoil 

geometry. In contrast to the previous sub-use case, no other technological bricks need to be 

developed to tackle this problem since it only involves the use of already-demonstrated 

features, in particular the resolution of high-dimensional, nonlinear PDEs. Special attention is 

nevertheless to be paid to the specification of the boundary conditions of the problem. A non-

penetration boundary condition must be imposed to avoid the flow entering in the solid domain 

occupied by the airfoil: 

𝑢 · 𝑛 = 0 

Where 𝑢 = (𝑢, 𝑣) is the vector of velocities and 𝑛 = (𝑛𝑥 ,  𝑛𝑦) is the vector describing the local 

normal to the airfoil surface. 

In the framework of this sub-use case, it is suggested to assess the predictions of lift and drag 

force provided by the DQC algorithm in two situations: 

• In the framework of an inviscid solution featured by the Euler equations, the NACA0012 

airfoil should produce zero net drag force when immersed into a purely axial free 

stream flow. Nevertheless, most numerical methods introduce a small drag force 

whose evaluation directly measures the artificial dissipation introduced during 

resolution. 

• When submitted to transonic flow conditions, shock waves develop over the airfoil 

surface whose position and intensity play a significant role in the magnitude of these 
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forces. This mechanism, already present in the Burgers equation, must be accurately 

captured by the DQC approach. 

 

3.1.3. Use case implications 

The application of the DQC approach to solve the Burgers equation will enable the 

development and validation of the following technological bricks: 

• The extension of the approach to the time-accurate resolution of PDEs with arbitrary 

dimensionality in space. 

• The assessment of the accuracy of the obtained solutions. It is sought to determine 

whether the effects of non-linear convection such as the presence of discontinuities in 

the solution can be captured. 

• The assessment of the numerical properties of the solution provided by the DQC 

algorithm such as its ability to represent conservation laws without introducing 

excessive numerical dissipation. 

• The extension of the approach to PDEs where second order derivatives in space 

appear, which are required to model the physical effects of viscosity. 

• The validation of the approach in situations where the physical mechanisms of 

convection and diffusion are coupled. 

This first step will enable us to then focus on the 2D Euler equations, which will require to 

overcome two additional challenges: 

• The extension of the DQC approach to solve a system of PDE, where the equations 

are strongly coupled with each other. 

• The application of arbitrary boundary conditions to enable the modelling of 

aerodynamic objects. 

As mentioned in the previous paragraphs, the final expected result is the demonstration of the 

DQC approach to solve the Euler equations in presence of an arbitrary airfoil geometry such 

as the NACA0012 in any flow regime, ranging from low speed to transonic. 

 

3.1.4. Use case impact on the different stakeholders. 

From the aircraft industry standpoint, it must be recalled that the current in-use CFD software 

features a high level of maturity and reliability, and therefore it is not expected to get them 

replaced by disruptive algorithms such as the one explored in this use case for the short-term 

feature. Nevertheless, it is important to prepare the mid to long term ambition of having highly 

scalable and efficient algorithms to numerically simulate the aircraft aerodynamics in the 

context of massive CFD campaigns for innovative aircraft designs, and to take advantage of 

the quantum computing capabilities for this field of engineering. In this regard, the outcomes 

of the present use case in terms of accuracy and scalability of the developed algorithms will 

be of great value from the Airbus point of view.  
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3.2. Space mission optimisation 

3.2.1. Satellite mission planning problem description 

Earth observation satellites take images of the Earth’s surface through their optical sensor. 

They collect photographs of specific regions that users request and then send them towards 

ground stations. Ground stations also communicate with satellites to provide them with their 

mission plan describing the tasks to perform (Figure 15).  

 

 

Figure 15: Realistic visualisation of an Earth observation mission plan where acquisition requests are depicted in 
white, planned acquisitions in yellow and already acquired observations in green. 

Mission planning is a complex problem that aims at optimally selecting acquisitions among 

tens of thousands of user requests and ordering them in the mission timeline while respecting 

satellite physical constraints. While the optical instrument remains fixed on the platform, 

current Earth observation satellites are agile which means they can rotate on themselves to 

point towards different regions of interest on the Earth. The satellite's field of view is defined 

by the maximum angle with which it can take good quality pictures. Each acquisition has then 

the opportunity to be captured during a given visibility time window which is a portion of the 

satellite orbit where the area is accessible given this angle constraint (see Figure 16). 

Manoeuvre time to point from one target towards another is also an essential constraint as it 

limits the number of acquisitions the satellite can perform in a single pass. The timeline of a 

satellite mission is a sequence of manoeuvres and image acquisitions, one after the other: the 

satellite manoeuvres to point towards a target, then acquires an image, and then manoeuvres 

again to reach a new target. 
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Figure 16: Agile Earth observation satellites can manoeuvre to point towards different accessible targets verifying 
roll and pitch angle constraints that define a visibility time window for each target 

Besides satellite agility, mission planning must consider weather conditions over the acquired 

regions. Indeed, satellites aim at imaging the ground, and as photos are taken in the visible 

spectrum, clouds can hide some areas of the Earth and lower the acquisition's commercial 

value. Mission planning relies on weather forecasts to take as many cloudless images as 

possible. 

Current trends in Earth observation point to an increase in the complexity of optimising mission 

plans because of: 

• the increased number of satellites in future constellations, 

• the higher resolution optical sensors leading to a smaller instrument footprint and 

hence a larger volume of candidate targets to plan per programming period, 

• the enhanced satellite agility leading to the multiplication of acquisition opportunities 

and planning solutions, 

• the multi-objective optimisation problem taking into consideration more planning 

aspects such as customer priority satisfaction, capacity maximisation, latency, weather 

conditions, etc., 

• managing uncertainties such as weather forecasting errors in the mission planning 

problem. 

Mission optimisation can be treated as a multi-objective optimisation problem involving several 

conflicting goals and constraints. Mission operation scheduling considers factors such as 

customer preferences and request priorities, satellite platform and optical instrument 

constraints related to manoeuvring capability, onboard memory usage and power and thermal 

limits. It is critical to optimise these operations to ensure that resources are efficiently used 

and that customer demands are satisfied. The schedule must verify the maximum angle with 

which an image should be taken, the agility limits of the satellite to manoeuvre from pointing 

towards one area of the Earth to another, its memory capacity to take several images before 
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downloading them to a ground station, the energy available in the batteries, the thermal limits 

of the satellite platform, the weather uncertainty as cloudy images are not interesting for users, 

etc. Objectives can be to maximise the number of images acquired in a programming period, 

the quality of these images, their commercial value, the satisfaction of all customers, the 

fairness between customers, etc. 

 

Figure 17: Scheme of an Earth observation satellite mission: each request is accessible during a limited portion 
of the orbit, and some requests cannot be fulfilled because of manoeuvre time constraints 

Satellite mission plan optimisation is also a time-critical problem (see Figure 17). Mission plans 

must be established in a few minutes for each programming period (typically a few hours), 

considering tens of thousands of user requests. A full-size calculation using an optimal solver 

on a classical computer would take several hours, which is not conceivable. This computation 

time limit comes from the fact that planning needs to rely on fresh weather data, so cloud 

coverage predictions are as accurate as possible. It also allows taking into account last minute 

acquisition requests. It can be noted that some pre- processing is possible on the data that 

does not depend on weather forecasts (such as manoeuvre calculation between two 

acquisitions for instance). These computations can be done beforehand without impacting the 

planning computation time limit. 

The user acquisition requests, and their parameters are inputs to the mission planning 

problem. An orbital physics simulator can compute satellite accesses (visibility windows) and 

manoeuvres between targets. These can be precomputed in advance. The aim of mission 

planning is not to perform these calculations but to build the best possible plan, considering 

these constraints. To simplify the problem, other constraints, such as onboard energy or 

memory, will not be handled here: it is considered that the satellite has been appropriately 

sized to be able to fulfil its mission. A simple single objective formulation of the satellite mission 

planning problem consists in selecting requests to build the mission plan and to define their 

start time to maximise the value of the mission.  
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Considering the following notations: 

• 𝑅 the set of distinct acquisition requests, 

• 𝑥𝑟  ∈ {0,1} the binary variable indicating whether request 𝑟  ∈  𝑅 has been selected in 

the mission plan, 

• 𝑡𝑟  ∈  ℜ the acquisition start time for request 𝑟, 

• 𝑣𝑟  the commercial value of the acquisition of request 𝑟, 

• 𝑑𝑟  the duration of the acquisition of request 𝑟, 

• 𝑠𝑟   the start time of the visibility window of request 𝑟, 

• 𝑒𝑟  the end time of the visibility window of request 𝑟, 

• 𝑚𝑟1,𝑟2
 (𝑡) the manoeuvre duration between acquisitions 𝑟1 and 𝑟2 starting at time 𝑡, 

the mission planning problem can be formulated as follows: 

max ∑ 𝑥𝑟

 

𝑟 ∈ 𝑅

𝑣𝑟 

s.t. ∀𝑟 ∈ 𝑅, 𝑥𝑟(𝑡𝑟 − 𝑠𝑟) ≥ 0 (𝑡𝑟 respects visibility window start time) 

 ∀𝑟 ∈ 𝑅, 𝑥𝑟(𝑒𝑟 − 𝑑𝑟 − 𝑡𝑟) ≥ 0 (𝑡𝑟 respects visibility window end time) 

 ∀𝑟1, 𝑟2 ∈ 𝑅2: 𝑟1 ≠ 𝑟2, (𝑡𝑟1
> 𝑡𝑟2

) ∨ (𝑥𝑟1
𝑥𝑟2

(𝑡𝑟2
− 𝑡𝑟1

− 𝑑𝑟1
− 𝑚𝑟1,𝑟2

(𝑡𝑟1
+ 𝑑𝑟1

)) ≥ 0) 

 (𝑡𝑟2
respects manouvre duration) 

The last constraint must be verified only for the subsequent acquisition in the plan in practice. 

Manoeuvre duration depends on time, as the satellite orientation to point towards a given 

target depends on time. It is considered that there is a unique potential visibility window per 

user request in the programming period. This visibility window's start and end times are 

computed given the roll and pitch angle constraints of the acquisition request. The commercial 

value of an image depends on the priority of the request and on the cloud coverage forecast. 

As visibility windows are relatively small compared to weather variation, a single value can be 

inferred per request. 

   

Figure 18: Two mission plan examples with selected requests and their acquisition time window among other 
unplanned requests 
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If needed, the problem can be simplified even more by considering that all acquisitions have 

the same commercial value and trying to maximise the number of images taken during a 

programming period. Acquisition duration can also be the same for all targets. For this study, 

the number of user acquisition requests will be limited to about a dozen so that the problem 

remains tractable on existing quantum computers (see examples on Figure 18). The sparsity 

of the problem is driven by the geographical concentration of the acquisition requests: when 

the request latitude range decreases, the geographical area gets denser and the number of 

constraints increases because the time available to manoeuvre between two requests 

becomes too low.  

Figure 19 shows a basic example of a mission planning problem where users have made 4 

acquisition requests. It is supposed that all acquisitions have the same commercial value 𝑣𝑟 =

1 so the aim is to maximise the number of acquisitions in the plan. The acquisition duration is 

also the same for all requests: 𝑑𝑟 = 1. Manoeuvre duration is supposed to be time 

independent and equal to 2 for all request pairs except from 𝑟3 and 𝑟4 that are closer to each 

other: 𝑚𝑟3,𝑟4
(𝑡) = 𝑚𝑟4,𝑟3

(𝑡) = 1. 

 

Figure 19: Small example of a mission planning problem with 4 acquisition requests. 

 

A possible mission plan is depicted on the right of Figure 19: the satellite first acquires𝑟1 during 

1-time step, then manoeuvres during 2-time steps towards the target of request 𝑟2 and 

acquires its image for 1-time step. It would require 2 additional time steps to manoeuvre 

towards request 𝑟3, which is too late to be able to acquire its image before the end of the 

visibility window. So, this mission plan only satisfies requests 𝑟1 and 𝑟2 and has a value of 2. 

 

3.2.2. Mission planning problem formulations 

Because of the operational time constraint, mission planning is usually done using suboptimal 

heuristics such as greedy algorithms or dynamic programming. Solving the complete problem 

optimally takes too much time, but there is evidence that quantum approaches could 

outperform classical approaches for combinatorial optimisation problems. For this study, we 

consider a more straightforward case than the operational one, with fewer parameters and 
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user requests so that current quantum computers can address it. Nevertheless, the test cases 

provided will represent the actual operational problem and allow studying suitable formulations 

for quantum computation.  

Some possible methods and formulations of the satellite mission planning problem are 

described below. Several other approaches are also described in the literature [11] [12]  

 

Greedy Algorithm 

A simple but computationally efficient way to build a mission plan is to add acquisitions 

iteratively to the plan by selecting the one with best commercial value first. The general idea 

of this greedy algorithm is the following: 

 𝑆 ← 𝑠𝑜𝑟𝑡(𝑅) 

 𝑀 ← ⊘ 

 for 𝑟in 𝑆: 

  𝑀′  ←  𝑀 ∪ 𝑟 

  𝑀′  ←  𝑜𝑟𝑑𝑒𝑟(𝑀′) 

  if 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑀′): 

   𝑀 ← 𝑀 ∪ 𝑟 

  return 𝑀 

The 𝑜𝑟𝑑𝑒𝑟(𝑀) function is a subproblem. It is expected to provide an ordering of all requests 

in 𝑀 and set their start time 𝑡𝑟, to define the sequence of images that will be taken by the 

satellite. It can be done in a more or less sophisticated way: it can be solved optimally or built 

with a heuristic. A simple heuristic can be, for instance, to order requests by the start time of 

their visibility window 𝑠𝑟 and to set their acquisition start time 𝑡𝑟 sequentially by adding the 

acquisition and manoeuvre durations to the start time of the previous acquisition. 

𝑜𝑟𝑑𝑒𝑟(𝑀): 

 𝑀  ←  𝑠𝑜𝑟𝑡(𝑀) 

 for 𝑖 in 𝑟𝑎𝑛𝑔𝑒(𝑀): 

  𝑡𝑟𝑖
← max(𝑠𝑟𝑖

, 𝑡𝑟𝑖−1
+ 𝑑𝑟𝑖−1

+ 𝑚𝑟𝑖−1,𝑟) 

 𝑟𝑒𝑡𝑢𝑟𝑛 𝑀 

Then the 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑀) function checks whether the mission plan verifies all requests presented 

in section 3.2.1 so that the final mission plan returned is feasible. 

This heuristic is non-optimal as it prevents removing previously inserted acquisitions. 

However, it is swift and compatible with operational time constraints and still provides 

interesting solutions that can be used as a baseline for comparison. 

This algorithm produced the suboptimal mission plan (𝑟1, 𝑟2) in the small example introduced 

in Figure 19 in the previous section. 

 

Integer linear programming 

The mission planning problem can also be formulated as an integer linear programming 

problem. One way to do so is to discretise time by dividing the visibility window of an 

acquisition into a discrete set of potential imaging attempts, that are points in time where the 

satellite can start the acquisition (see Figure 20). Noting: 
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• 𝐼𝑟 the set of potential imaging attempts for request 𝑟, 

• 𝑡𝑟,𝑖 the start time for imaging attempt 𝑖 of request 𝑟, 

• 𝑥𝑟,𝑖 ∈ {0,1} the binary variable indicating whether imaging attempt 𝑖 of request 𝑟 ∈ 𝑅 

has been selected in the mission plan, 

• 𝐹𝑟1,𝑟2
= {(𝑖, 𝑗) ∈ 𝐼𝑟1

× 𝐼𝑟2
: 𝑡𝑟1,𝑖 ≤ 𝑡𝑟2,𝑗 < 𝑡𝑟1,𝑖 + 𝑑𝑟1

+ 𝑚𝑟1𝑟2
(𝑡𝑟1,𝑖 + 𝑑𝑟1

)} the set of 

forbidden pairs of imaging attempts between requests 𝑟1 and 𝑟2, 

the problem then becomes: 

max ∑ ∑ 𝑥𝑟,𝑖

 

𝑖∈𝐼𝑟

 

𝑟∈𝑅

𝑣𝑟 

s.t. 
∀𝑟 ∈ 𝑅, ∑ 𝑥𝑟,𝑖

 

𝑖∈𝐼𝑟

≤ 1 (at most one imaging attempt selected per request) 

 ∀𝑟1, 𝑟2 ∈ 𝑅2: 𝑟1 ≠ 𝑟2, ∀(𝑖, 𝑗) ∈ 𝐹𝑟1,𝑟2
, 𝑥𝑟1,𝑖 + 𝑥𝑟2,𝑗 ≤ 1 

 (no forbidden pairs of selected imaging attempts) 

 

The more time is discretised, the more variables there are in the problem. The suboptimality 

of this formulation is linked to this discretisation. 

 

Figure 20: Scheme of an Earth observation satellite mission with discretised imaging attempts 
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The small example described in the previous section with the discrete image attempts in blue 

depicted in Figure 21 would be formulated as: 

max 𝑥1,1 + 𝑥2,1 + 𝑥2,2 + 𝑥3,1 + 𝑥3,2 + 𝑥3,3 + 𝑥4,1 + 𝑥4,2 

s.t. 𝑥2,1 + 𝑥2,2 ≤ 1 

𝑥3,1 + 𝑥3,2 + 𝑥3,3 ≤ 1 

𝑥4,1 + 𝑥4,2 ≤ 1 

 
(at most one imaging attempt selected per request) 

 
 

𝑥1,1 + 𝑥2,1 ≤ 1 

𝑥2,1 + 𝑥3,1 ≤ 1 

𝑥2,1 + 𝑥3,2 ≤ 1 

𝑥2,2 + 𝑥3,1 ≤ 1 

𝑥2,2 + 𝑥3,2 ≤ 1 

𝑥2,2 + 𝑥3,3 ≤ 1 

𝑥2,2 + 𝑥4,1 ≤ 1 

𝑥3,1 + 𝑥4,1 ≤ 1 

𝑥3,2 + 𝑥4,1 ≤ 1 

𝑥3,2 + 𝑥4,2 ≤ 1 

𝑥3,3 + 𝑥4,2 ≤ 1 

𝑥4,1 + 𝑥3,3 ≤ 1 

 
 
 
 
 
 
 
(no forbidden pairs of selected imaging attempts) 

 

An optimal solution is (𝑖1,1, 𝑖3,1, 𝑖4,2) with a value of 3 (represented on the right of Figure 21). 

Even after the time discretization, this optimal solving approach provides a better solution than 

the greedy algorithm presented above, but potentially with a larger computation time. 

 

Figure 21: Small example of a mission planning problem with 4 acquisition requests. 

 

Graph 

Mission planning can also be seen as a travelling salesman problem where one needs to find 

an optimal path in a graph. There are several possible ways to formulate this problem as a 

graph. For instance, nodes can be the acquisition imaging attempts defined above, and edges 

can represent a possible manoeuvre between two imaging attempts. Forbidden pairs of 
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imaging attempts defined above will not be linked together. Then the mission planning problem 

amounts to finding a path in the graph. 

The small example depicted in Figure 21 can be represented with the graph in Figure 22. It is 

easy to see that the longest path in the graph matches the solution presented in Figure 22. 

 

Figure 22: Graph representation of the small mission planning problem example. 

 

Considered method for solving the mission planning problem with quantum 

computing 

Two consortium members (AIRBUS and DLR) assessed the performance of quantum 

annealers for the operational planning of an Earth observation satellite. The work was 

concerned with the problem of acquiring high-value images while obeying the attitude 

manoeuvring constraint of the satellite. The work benchmarked quantum annealers against 

algorithms used in an industry setting. The formulation used was a quadratic unconstrained 

binary optimization (QUBO) problem [13].  

They found that the solution quality of the quantum annealer is comparable to the heuristic 

method used operationally for small problem instances but degrades rapidly due to the limited 

precision of the quantum annealer. In this project, we expect to take this problem beyond 

quantum annealing and tackle it using gate-based hardware by defining a formulation that 

could lead to quantum advantage. The general question to answer is: can quantum computing 

help finding better mission plans within the computation time constraint? Some other papers 

in the literature address the problem of solving the mission planning problem with quantum 

computers [14] [15].  

For solving the satellite mission planning problem on a gate-based computer, the QUBO 

formulation could be used with a Quantum Approximate Optimization Algorithm (QAOA). The 

graph formulation could also be another interesting option. These two formulations will be 

investigated during this study. 
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3.2.3. Expected output of the study 

The outputs that are expected from studying the resolution of the satellite mission planning 

problem on a quantum computer are one or several formulations of the problem that will be 

suited for quantum computing speedup, along with a comparison of the solution quality (if 

the problem had to be simplified) and the expected computation time. Solving this problem 

on current quantum computers will show the problem size that can be tackled for now, and 

the expected computer size that would be required to solve an operational size problem.  

 

3.2.4. Impact of the study on the different stakeholders 

For Airbus, this study will prepare the future of satellite mission planning by identifying problem 

formulation and algorithms that could bring a quantum speedup and provide better mission 

plans within the operational computation time constraint. It will allow people to learn quantum 

computing more in details and to understand its specificities and benefits. Studying different 

problem formulations for the satellite mission planning use case will also be interesting as it 

could improve classical computation as well in the shorter term. 
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3.3. Space data analysis and processing 

 

  
1 2 

Figure 23: Space data processing. (1) SAR raw data (2) Processed raw data reveals image 

Today, Earth observation is an essential part of the space industry. Radar systems contribute 

to many missions to provide images independent from weather and daylight conditions (Terra-

SAR, Copernicus Sentinel, military reconnaissance).  A radar sensor emits an electromagnetic 

wave and collects the echo, which carries the information of the surface where it has been 

reflected. By knowing the exact pattern sent out and the position of the sensor, it is possible 

to calculate an image out of the raw data by measuring the travelling time of the 

electromagnetic wave from the sensor to the surface and backwards. Thus, we can generate 

an image by simple distance measurement. The resolution of those systems strongly depends 

on the size of the antenna. Massive antennas would be required to generate images with 

reasonable resolutions, which is technically impossible for space-borne sensors. Thus, the 

aperture of the antenna is artificially increased by sending multiple signals during the flight, 

along the satellite's ground track and receiving various echoes from the area of interest. This 

technique is called synthetic aperture radar (SAR). The raw data is an overlay of complex 

echo patterns (see Figure 23.1) and must be processed by SAR algorithms to generate an 

image (see Figure 23.2). Those SAR processors are typically very sophisticated and 

computing intensive. Besides its core SAR processing algorithms, various errors must be 

treated since real SAR raw data contains distortions due to atmospheric effects and the 

sensor's timing and position errors. Most systems use high-performance computers (HPC) to 

provide images in a reasonable time. Quantum computers are a nascent technology with the 

potential to significantly accelerate the resolution of some numerical issues. In this project, we 

aim to explore the computational advantages that may be gained by applying machine learning 

techniques to SAR data processing, followed by a study of the potential further benefits that 

quantum computers can offer. As discussed in the following sections, we will focus on 

quantum machine learning techniques. 

 

3.3.1. Methodologies 

Besides the classical methods of SAR processing, in our case, the omega-k algorithm, we will 

introduce machine learning techniques as a baseline for quantum computing machine learning 
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algorithms. The goal is, at first, to create a valid reference baseline and a proof-of-concept, to 

check the limits of a classical machine learning approach compared to the classical algorithm. 

The classical algorithmic pipeline for the transformation we aim to learn (Figure 23.1) involves 

Fourier and other trigonometric transforms, suggesting that a succinct classifier/regressor 

should be amenable to learning such functions. QML models are equal to a class of 

generalised trigonometric polynomials [16] [17] and, consequently, may be particularly well 

suited for this task. 

Especially the size of the data poses a problem for today’s quantum computers. Hence, if 

possible, we first need to reduce the data while in parallel work on hybrid quantum methods, 

which can tackle higher dimensional data, building on [18] and other works.  

 

3.3.2. Problem scenario description 

 
Figure 24: (left) Raw data of a single point target; (right) Processed raw data of a 

single point target (image data) 

 
Since the radar raw data consists of complex interference patterns, a single point target (see 

Figure 24 right) is spread over the whole data matrix (see Figure 24 left). With machine 

learning, converting those patterns to the single-point target may be possible without using 

complex radar algorithms. This will give a significant advantage regarding algorithmic 

uncertainties, like various error correction calculations due to distortions such as atmospheric 

influence or the uncertainties in the exact position and time measurements of the satellite. 

Furthermore, an advantage in overall processing time is expected if pattern recognition is used 

in advance to detect targets of interest before processing the whole raw data. In this sense, a 

preliminary assessment could be conducted to determine whether data processing would be 

worthwhile. 

We will start our analysis with simple cases, using simulated data with few point targets. We 

will proceed by adding noise or distortions in those data sets and finally, moving on to radar 

raw data produced by a real SAR sensor. All cases shall be first examined with the classical 

ML algorithm and compared to the QML approach. As a reference, a classical SAR processor 

will be used. 

Simulated data 

To reduce the complexity at the start, we will use simulated data. Radar data simulators 

provide a flexible way of generating simple radar raw data sets with various point targets, i.e., 

the radar echo from a reflection singularity, which a real sensor would measure. These single 

reflections will occur in the image as a cross-shaped pattern representing sinc-function (sin x 

/ x), see Figure 24 right. The point targets can be generated with various amplitudes and 
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phases, positions, and numbers. Further, distortions can be added, like background noise. For 

ML it is also important to have a large data base for training purpose. This can also be very 

well done by radar raw data simulators in an automated way. With simulated data, we aim to 

prove our concept of methodology. 

Single point targets 

First, a simple single point target without noise will be investigated. A classical machine 

learning algorithm will be developed and trained for this purpose. The point target will be 

positioned in multiple locations with varying signal strength for training. The goal is to build a 

neuronal network recognising a single point target from the raw data. This purpose is first to 

have a sanity check of our methodology and further, establishing a baseline. 

We will add more point targets, again without noise, but also at various positions. Additionally, 

we aim to learn more specific functions that could be more succinct than the completely SAR-

processed raw data. 

A challenge will be devising hybrid models that will allow us to handle input dimensions that 

can capture the transforms' main facets. To start with a simple setup adaptable to recent 

quantum computing resources, we reduce the dimensionality to 1D. 

Single point targets with distortions 

The next step will increase the complexity by adding distortions to the raw data used in the 

cases before. The distortions shall be first local to the point targets and then as total 

background noise. This will mimic local errors, such as height levels of the targets and global 

errors as atmospheric distortions. 

Complex targets with distortions 

To increase the complexity, target patterns shall be simulated, corresponding to patterns 

which occurs in images generated by real radar sensors, i.e., buildings, planes, etc., again 

with simulated background noise. 

 

Real data 

Finally, the complete analysis will be done for radar raw data, generated by real radar 

sensors. The goal is recognising a complex target pattern, like buildings, planes, cars, etc., 

to prove, that our approach will be applicable beyond simulated data. 

 

3.3.3. Implications for methods used and future approaches in SAR 

Through this analysis, we will introduce new techniques and alternative methods for SAR 

processing. Besides its implications for quantum computing approaches, there will also be 

findings on whether complex SAR processing algorithms can be supported. Further, a training 

base for machine learning algorithms will be created by using automated simulated radar data. 

From the perspective of quantum computing applications, many early proposals suggested 

quantum machine learning may be helpful in image processing due to the perceived capacity 

to handle extremely high dimensional data (see the review [19]). However, all these ideas 

were based on quantum linear algebra techniques, which required complex quantum 

computations and quantum RAM architectures for a chance of improvements, all of which are 

well beyond current capacities. The approaches based on parameterised quantum circuits, 

which are more amenable to near-term devices, however, did not seem to have the 
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appropriate structure for image problems. However, they were more likely to be suitable for 

time-series analysis due to their trigonometric nature. This use case identifies one of the first 

image-processing tasks which may have the appropriate structure for modern approaches to 

quantum machine learning. 

Due to the acute sensitivity of (quantum) machine learning to domain-specific features, 

identifying suitable application domains is one of the community's significant challenges. 

 

3.3.4. Expected outcome and impact to science and industry 

For Airbus, there will be an impact on upcoming space radar missions. In particular, if the 

approaches are applicable, the sizing of HPC systems and mission planning regarding 

payload data throughput from raw data acquisition to the final processed image data and 

delivery to the customers. 

Furthermore, there will be a significant impact on radar science regarding SAR processing 

techniques, as the proposed methods still need to be researched, yet to our knowledge. In 

that sense, both techniques of classical ML and QML are not evaluated today in this context, 

and each finding will be very interesting for radar processing. 

The field of quantum machine learning is at the critical stage, searching for concrete evidence 

of utility beyond very specialised contexts (e.g., in analysing certain types of quantum data). 

Tangible results in this direction will offer a starting point for much faster identification of 

broader types of real-world-relevant applications where QML can make a difference. 
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